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Research over the past 15 years indicates, contrary to earlier results, that women do 
not synchronize their menstrual cycles. If women do not synchronize their cycles, 
this implies there is no mechanism for synchronizing cycles. Since a pheromone 
mechanism of synchronization is the only plausible mechanism that has been pro- 
posed, it follows that that there are no pheromones that modulate the length of men- 
strual cycles. To test this hypothesis, eight studies were reviewed that reported 
pheromone effects on menstrual cycles, other behavior, or physiological correlates 
in women. The prediction was that serious problems would be found in each of these 
studies. As predicted, serious problems were found in all eight studies. Taken to- 
gether, these results cast doubt on the existence of pheromones that modulate the 
length of menstrual cycles. 
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ang and Schank (2006) and Ziomkewicz (2006) in this issue of  Human Nature 
und that women did not synchronize their menstrual cycles. Both articles 

attributed non-synchrony to cycle variability. This is in agreement with recent re- 
views of  menstrual synchrony studies (Arden and Dye 1998; Schank 2000a, 2001 b, 
2004; Wilson 1992), which revealed a number of  problems, including the theoreti- 
cal problem of  cycle variability. Subsequent studies that avoided the methodologi- 
cal errors prevalent in earlier research did not find synchrony precisely because of  
cycle variability (Strassmann 1997; Trevathan 1993; Wilson et al. 1991). The prob- 
lem of  cycle variability is fundamental because rhythms of  different frequencies 
and variability can never synchronize in the sense of  stable phase or state matching 
over cycles (Winfree 1980). 
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If menstrual synchrony does not exist, then this has implications for other re- 
search its hypothesized existence has generated. When menstrual synchrony was 
first reported (McClintock 1971), the leading hypothesis was that synchrony was 
produced by a pheromone mechanism. Specifically, McClintock (1984) proposed 
that mutual synchronization could occur if there were ovarian phase-dependent 
pheromones that shortened and lengthened cycles. In Norway rats, McClintock 
(1984) reported that odors from the follicular phase shortened estrous cycles in 
recipients, whereas odors from the ovulatory phase lengthened them. Schank and 
McClintock (1992) showed, using computer simulation, that a coupled oscillator 
mechanism mediated by pheromones could theoretically synchronize cycles in rats. 
A coupled-oscillator mechanism can solve the problem of cycle variability by caus- 
ing rhythms of variable and different frequencies to converge on the same frequency, 
resulting in stable phase or state matching (Winfree 1980). Schank and McClintock 
(1997) tested the pheromone component of the coupled-oscillator mechanism in 
rats under highly controlled conditions and found that the cycle shortening and 
lengthening effects reported in McClintock (1984) could not be replicated. Instead, 
contrary to the earlier study, follicular odors lengthened cycles in recipients and 
ovulatory odors had no effect (Schank and McClintock 1997). Reanalysis of 
McClintock's (1978) report of synchrony in groups of rats and a new study attempt- 
ing to replicate synchrony among female rats found no evidence of synchrony 
(Schank 2001a, 2001c). 

The failure to find evidence of rats synchronizing their estrous cycles raised the 
question of whether any mammals synchronize their menstrual or estrous cycles. 
Synchrony in groups of chimpanzees (Wallis 1985), lemurs (French and Stribley 
1985; but see Monfort, Bush, and Wildt 1996), and hamsters (Handelmann, Ravizza, 
and Ray 1980) had been reported in the 1980s, but nothing since then. Using com- 
puter simulation analysis, Schank (2000b, 2001 d) found that the synchrony reported 
in chimpanzees, lemurs, and hamsters could be explained by methodological errors 
and that the data are best explained as chance relationships among cycles. Recent 
experimental studies have supported these results in chimpanzees (Matsumoto-oda 
and Kasuya 2005) and hamsters (Gattermann, Ulbrich, and Weinandy 2002). Taken 
together with the problems of menstrual synchrony, it seems reasonable to con- 
clude that there is no indisputable evidence that mammalian females mutually syn- 
chronize their menstrual or estrous cycles. 

If menstrual synchrony does not exist, then this casts doubt on the existence of 
pheromones that modulate the length of menstrual cycles. Human pheromones may 
exist, but the theoretical motivation for searching for them is now gone. There are 
two possible explanations for reports of pheromones that may directly or indirectly 
modulate menstrual cycles. First, they may exist independent of the original rea- 
sons for looking for them. There are many examples of serendipitous discoveries in 
science. Second, they may not exist, and the results of previous studies were in 
error. If the latter hypothesis is correct, it should be possible to find serious flaws in 
some or all of the studies reporting menstrual-cycle modulating pheromones. 
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To test this hypothesis, I reviewed all studies directly or indirectly related to 
pheromone modulation of the menstrual cycle. This is a very small literature of 
eight studies spanning 25 years. I divided the studies into four sections: (1) axillary 
secretions and menstrual cycles, (2) detecting specific compounds, (3) luteinizing 
hormone, and (4) sexual behavior. Because the literature on human pheromones is 
small, it is possible to analyze each study in detail. For each study, I present the 
main conclusions, identify errors, and discuss to what degree the data support the 
conclusions reached. 

AXILLARY SECRETIONS AND MENSTRUAL CYCLES 

The first study to report a pheromone influence on the menstrual cycle had five 
experimental subjects, each of whom received axillary secretions from a single 
donor three times a week for a period spanning five menstrual cycle onsets (Russell 
et al. 1980). The donor had 28-day cycles throughout the study and was one of the 
researchers (Wilson 1992). Russell et al. (1980) applied a repeated-measures analysis 
of variance to differences between the donor and recipients and reported a statisti- 
cally significant decrease in cycle onset differences indicating that a process of 
synchronization had occurred. 

Wilson (1992) identified several methodological problems with this study. Among 
the most important was the dropout rate. Initially there were eight women in the 
experimental condition, and three dropped out for unknown reasons (Wilson 1992). 
This resulted in a dropout rate of 37.5%. Wilson (1992) also noted that the experi- 
menter conducting the study was the donor, and she was not blind to which partici- 
pants were in the experimental and control conditions. 

Another serious problem was the statistical analysis of the data. Russell et al. 
(1980) used a repeated measures analysis of variance to determine whether the 
women synchronized to the donor. However, the data were periodic or quasi-periodic, 
meaning that the data were not independent, and repeated-measures analysis of 
variance was not appropriate. We can understand why it is not appropriate by seeing 
how rhythms with different, consistent cycle lengths repeatedly converge and di- 
verge over time (Figure 1 a), as do rhythms with variable cycles (Figure 1 b). Thus, 
repeated-measures analysis of variance applied to such data will inevitably yield 
statistically significant results owing to repeated convergence and divergence of 
cycle onsets over time. 

To determine if a process of synchronization has occurred, we must first test 
whether or not onsets are closer together than expected by chance and then observe 
several consecutive synchronized onsets to rule out periodic or quasi-periodic con- 
vergence, which are a property of variable rhythms. To test whether onsets are closer 
than expected, circular statistical methods can be used (Schank 1997). Stephens 
(1965) generalized the Kolomogorov-Smirnov test for non-uniform distributions of 
points around a circle. If points on a circle were closely clustered, then clustering 
would be an indicator that rhythms are more synchronized than expected by chance. 



Do Human Pheromones Exist? 451 

Figure 1. Two examples of six hypothetical women illustrating the problem of cycle 
variability. In the first example (a), women 1 to 6 have menstrual cycle frequencies of 
31, 30, 29, 28, 27, and 26 days, respectively. All cycle onsets match exactly at day 95, 
but then diverge again. In the second example (b), all women have a mean cycle length 
of 28.5 + 5 days. Again, all cycle onsets match exactly at day 95 but then diverge owing 
to cycle variability. Synchronization requires, at a minimum, convergence on the same 
frequency (i.e., cycle length) and a reduction of cycle variability. 
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One might also consider the binomial test as an acceptable alternative, but it is 
not. For example, suppose the entraining rhythm is 30 days; then the expected dif- 
ference of  onsets by chance would be approximately 7.5 days (Schank 2000a). All 
onsets less than 7.5 days from the entrainer's onset would be counted as synchro- 
nized and those greater than 7.5 would not. If there are 10 women in a group, then 
the onsets of  at least 9 must be less than 7.5 days from the entrainer's onset for the 
binomial test to yield a statistically significant result. The problem with this test is 
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that it does not take into consideration all of the possible phase relationships among 
the onsets (Figure 2). In Figure 2a, nine onsets are distributed uniformly in the 
semicircle defined by +7.5 days from the entrainer, which is significant under a 
binomial test, but not the Stephens test. When the onsets are closer to the entrainer, 
both tests yield significant results (Figure 2b), but when most (7 out of 10) are 
tightly clustered around the entrainer and three are not (Figure 2c), only the Stephens 
test detects the clustering. This illustrates that analysis of circular data is tricky and 
requires statistical tests designed for them. 

Because participants in the study by Russell et al. (1980) were hypothesized to 
synchronize to the donor, the appropriate clock for testing synchrony has a period 
of  28 days since the donor had exactly 28-day cycles. At the end of  the study, one 
participant had a 16-day difference from the donor. This is not possible on a 28-day 
clock, but a 12-day difference is possible (i.e., 28 - 16 = 12). Using the differences 
reported for the final month by Russell et. al (1980), a Stephens test (V N = .56,p > 
�9 15 for N = 5) revealed no significant effect (Figure 3). Thus, the results reported by 
Russell et al. (1980) were not statistically significant irrespective of  other method- 
ological flaws. 

An experimental design similar to that used by Russell et al. (1980) was em- 
ployed in a study by Preti et al. (1986). Ten women were in the experimental condi- 
tion, nine were in the control condition, and there were four donors. Pads with 
axillary secretions from three cycles were collected for 12 cycles and extracts from 
five of  these cycles were combined to conform to days 2, 5, 8, 11, 14, 17, 20, 23, 26, 
and 29 of  a 29-day menstrual cycle (Preti et al. 1986). They reported a statistically 
significant increase in synchrony to donors owing to modulation of recipient cycle 
length (Preti et al. 1986). 

Wilson (1987) pointed out a number of  errors in the study. The most serious was 
that synchronization was impossible given the implementation of  the protocol for 
the experiment. The extract was not delivered in 29-day cycles, or even the actual 
cycles of donors, but rather in artificial cycles ranging from 21 to 38 days in length 
(see Table 2A in Preti 1987)�9 Only one of  the artificial donor rhythms had a con- 
stant cycle length, but it was very short at 24-day cycles�9 Wilson (1987) concluded 
the donor extracts were too random in their presentation for synchrony to have 
occurred. Some of  the women purported to have synchronized to the donors did not 
have changes in menstrual cycle length that accounted for the decrease in the differ- 
ence between donor cycles and recipient cycles. For example, experimental partici- 
pant 8 had three consecutive cycles of 28, 29, and 28 days (Table 2A in Preti 1987). 
The donor extract in this case was applied with cycles of 24, 33, 23, with apparent 
increase in synchrony of onsets since the onset difference went from +8 to -1. 
However, the recipient only had a 1-day change in her second cycle, so it was im- 
possible for the recipient to have adjusted her cycles to be closer to the random 
donor cycles. Indeed, the artificial donor cycle lengths changed on average by 6.3 
days as compared to 2 days for donors (p < 0.02, df = 9, t = 2.83, two-tailed paired 
t-test). Figure 4 illustrates how the apparent closeness of recipients to donors was 
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Figure 2. Examples of 10 onsets (indicated by black dots) on a 30-day clock. (a) Nine 
of the 10 onsets are less than 7.5 days from the entrainer (time 0) but are distributed 
uniformly on the semicircle defined by 7.5 days from the entrainer. Using a binomial 
test, p = 0.01 that 9 of 10 would be within 7.5 days of the entrainer, but V N = .33, p >. 15 
for the Stephens test. (b) Nine of the 10 onsets are less than 7.5 days from the entrainer 
(time 0) but this time they are closer to the entrainer. Again, using a binomial test, p = 
0.01, but V N = .53, p < .05 for the Stephens test. (c) Finally, only 7 of the 10 onsets are 
less than 7.5 days from the entrainer (time 0), but they are very close to the entrainer. 
Using a binomial test, p = 0.17, but V N = .53, p < .05 for the Stephens test. 
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due to changes in the artificial cycles of  donors. Thus, the change in the difference 
was primarily due to nearly random changes in the presentation of  donor secretions 
and not to changes in recipients' menstrual cycle lengths. 

The study by Stern and McClintock (1998) was inspired by the first two studies 
but greatly improved on the protocol methods and analytical procedures. The aim 
of this study was to test the coupled-oscillator hypothesis of menstrual synchrony 
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Figure 3. Analysis of Russell et al.'s (1980) data using the Kupier-Stephens (Stephens 
1965) circular statistic for testing non-uniform distributions on a circle. The 28-day 
clock represents the donor and the black dots represent cycle onset for each recipient. 
The recipient onsets were not statistically significantly clustered at the end of the study. 
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(McClintock 1984). Based on previous results on estrous synchrony in Norway rats 
(McClintock 1978, 1984; Schank and McClintock 1992), the authors hypothesized 
that pheromones released during the follicular phase would shorten the cycles of  
recipients while pheromones released during the ovulatory phase would lengthen 
them. As with the previous two studies, axillary secretions were collected from nine 
donors who wore pads and did not use deodorant soaps or perfumes. To avoid con- 
sciously detectable odors as much as possible, putative pheromones were extracted 
with alcohol (Stem 1992; Stern and McClintock 1998). The nine donors contrib- 
uted equally to the follicular and ovulatory phase secretions, and these alcohol- 
extracted secretions were delivered daily to 30 recipients during the experimental 
phase by wiping a thawed pad on the upper lip (Stem 1992; Stern and McClintock 
1998). 

The study spanned five menstrual cycles: one baseline cycle, and two cycles of  
treatment with one odor followed by two cycles of  treatment from the other odor. 
The data were then transformed into change data using a procedure illustrated in 
Figure 5 and described briefly in Stern and McClintock (1998:179): 

we created within-subjects controls by measuring the effect on the menstrual cycle in 
terms of a change in length from each individual subject's cycle preceding each condi- 
tion. (For experimental subjects this was the cycle that preceded exposure to each type of 
compound; for control subjects this was the cycle that preceded exposure to the carrier, 
70% alcohol). 

It is described more specifically in Stem's (1992:85) dissertation: 
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Figure 4. (a) An illustration of  the onset relationships between artificial donors' onsets 
and recipients' onsets for two cycles, where boxes are donors and circles are recipients. 
Most of  the changes in cycle length were in the artificial donor cycles. According to the 
protocol, all donor cycles should have been 29 days in length. (b) If the protocol had 
been performed correctly, we could plot recipient onsets on a 29-day clock to compare 
the initial and the final onset relationships. As can be seen, there was little change in 
phase relationships from start to finish, and the onsets are uniformly distributed on a 29- 
day clock. 
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Figure 5. Stern and McClintock's crossover experimental design. Cycle 1 is their first 
baseline cycle and cycles 2 through 5 are treatment cycles (grey represents follicular 
odor and black represents ovulatory odor). In the S-M transformation, cycle 1 is sub- 
tracted from cycles 2 and 3. Cycle 3 is both a treatment and the second baseline cycle, 
which is subtracted from cycles 4 and 5. 
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During the first secretion treatment, the referent cycle length was the baseline cycle 
length. In this case the cycle length for each of the two cycles during the first treatment 
was subtracted from the cycle length of the baseline cycle. During the second secretion 
treatment, the crossover condition, the referent cycle length was the pre-change cycle 
length. In this case the cycle length for each of the two cycles during the second treat- 
ment was subtracted from the cycle length of the pre-change cycle. In other words, the 
pre-change cycle was the last cycle of the first treatment. 

They reported a statistically significant difference in the response of  women to 
ovulatory (1.35 + 0.50 days) and follicular (-1.43 + 0.71 days) secretions: F1, 18 = 
4.31 (Stern 1992), FI, t8 = 4.32 (Stern and McClintock 1998), p < 0.05. The slight 
discrepancy in F-values between Stern (1992) and Stern and McClintock (1998) 
suggests that the F-value was subsequently rounded up. However, in either case, 
Fl, 18 = 4.31 or 4.32 is not the critical cutoff for ot = 0.05. Instead, Fi, 18 -- 4.33 is the 
critical cutoff, which represents the difference between an alpha of  1/19 and 1/20. 
Thus, their main results represent a statistical trend and not a statistically signifi- 
cant result at the ~ -- 0.05 level. 

Nevertheless, the trend was close to statistical significance. Do these results sug- 
gest a possible effect? There is an error in data transformation used to analyze the 
data. By subtracting cycle 1 from cycles 2 and 3 and cycle 3 from cycles 4 and 5 
(see Figure 5), the treatment conditions were confounded. This can be illustrated by 
a simple numerical example. Suppose the actual mean cycle length for the women 
in this study was 28 days, but for each cycle and each group of  women the sample 
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means can vary. For example, suppose for cycle 1 (baseline) the mean is 28 days, 
for cycle 2 the mean is 29 days, and for cycle 3 it is 26 days. Using the Stern- 
McClintock (S-M) method, the change from cycle 1 to cycle 2 is 1 day (29 - 28) 
and for cycle 1 to cycle 3 it is -2  days (26 - 28), for an average change o f -1  day. 
Now, suppose cycle 4 has a mean of 28 days and cycle 5 has a mean of 27 days. If 
we subtract cycle 3 from cycles 4 and 5 we get 2 (28 - 26) and 1 (27 - 26) for an 
average increase of  1.5 days. However, if the same baseline (i.e., cycle 1) were used, 
then we would get 0 (28 - 28) and -1 (27 - 28) for an average decrease o f - .5  days. 
Clearly, depending on which cycle is taken as the baseline, radically different re- 
sults are obtained. Which cycle should be used? The key is that we want to know 
how putative pheromones change cycle length from an untreated baseline cycle 
mean. Cycle 3 is a treatment condition and by definition cannot be a measure of the 
baseline cycle length. Thus, cycle 1 should have been used as the baseline through- 
out. 

It is also important to determine whether data transformed using the S-M method 
could explain the results reported in Stern (1992) and Stern and McClintock (1998) 
as spurious. To answer this question, I constructed random artificial data sets of 
menstrual cycles using a truncated normal distribution (Schank 2000a, 2001 b). Fig- 
ure 6 illustrates two null data results that when transformed using the S-M method 
yielded results similar to those of  Stern (1992) and Stern and McClintock (1998). 
In untransformed data (Figure 6a and b), there was no significant effect but after 
the S-M transformation, the data exhibit considerably different patterns (Figure 6c 
and d), which are statistically significant. This demonstrates that the S-M transfor- 
mation can produce significant results from null data. 

The study by Jacob et al. (2004) was motivated by the studies reviewed above 
and by Shinohara et al. (2000, 2001) reviewed below. These authors (Jacob et al. 
2004:423) hypothesized that axillary and nipple secretions from breastfeeding moth- 
ers would increase the variability in menstrual-cycle length of women receiving 
these compounds: "Specially, this novel study hypothesized that pheromones from 
breastfeeding (non-ovulating) women would increase the variability of  ovarian cycles, 
particularly by lengthening them, and also by shortening them, as the effects of  
pheromones depend on the state of  the ovary at the time of  pheromone exposure 
(Schank and McClintock 1992)." To test this hypothesis they chose "regression 
analyses that would reveal how breastfeeding compounds might perturb cycle length, 
based on the ovarian cycles' initial state just prior to exposure" (Jacob et al. 2004:423). 
However, regression analysis only assesses the relationship among cycles. A per- 
fect regression can be achieved when women do not change cycle length from cycle 
to cycle. If pheromones from breastfeeding women "increase the variability of ovarian 
cycles, particularly by lengthening them, and also by shortening them, as the ef- 
fects of pheromones depend on the state of  the ovary at the time of pheromone 
exposure," then change in cycle-length variability must be tested statistically. 

Methodologically, this study (Jacob et al. 2004) was very complicated owing to 
the loss and exclusion of women at different stages of  the study (see Figure 1 in 
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Figure 6. Two simulated data sets of random cycle lengths drawn from a truncated 
normal distribution (Schank 2000a, 2001 b) with mean and standard deviation as 
reported by Stern (1992) and Stern and McClintock (1998). Graphs a and b are the 
untransformed data sets. Neither are statistically significant: (a) Fj,j9 = 0.564, p = .462 
and (b) F1,]9 = 1.721, p = .205. After the S-M data manipulation (see Figure 5), the data 
now have a radically different pattern and are statistically significant: (c) F 1 , 1 9  = 4.729, p 
= .043 and (d) F I , 1 9  = 4.89, p = .04, 
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Jacob et al. 2004). Eighty-seven women began the study but only 40 to 42 women 
(the exact number is uncertain) were included in the final analysis from cycle 1 to 
cycle 2. To calculate a range for normal cycles, they assumed a mean cycle length 
of  29 days with a standard deviation of  5 days. Normal cycle lengths were defined 
as falling in the range of  24 to 34 days (i.e., mean + s.d.), and it was only women 
with cycles in this range for the cycle prior to a test condition that were included in 
the next test condition. The choice of  normal range was based on data and analysis 
presented in Harlow et al. (2000). However, Harlow et al. (2000) define normal 
cycles as falling in the range of  18 to 40 days. Thus, a range of  24 to 34 days may be 
too narrow for normal cycles. 
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Irrespective of disputes about the range of normal cycles, it is crucial to deter- 
mine whether the data support the hypothesis that pheromones from breastfeeding 
increase cycle-length variability. Jacob et al. (2004) reported neither descriptive 
statistics nor statistical analysis of the cycle variability produced by breastfeeding 
compounds. Instead, they illustrated an apparent difference in variation for Cycle 1 
control vs. experimental groups (Jacob et al. 2004:425, Figure 2). No differences in 
variability are mentioned for the repeated Cycle 2 condition. To determine whether 
there was an effect of cycle variability, I reconstructed the cycle-length data sets 
from Figures 2 and 3 in Jacob et al. (2004:425-426). To do this, I exported the 
figures from the PDF file of the paper and used computer-generated straight lines 
to align the data points in the graph. Some points may have identical coordinates, 
which cannot be detected in any single graph, but by looking at all graphs it was 
possible to reconstruct a near-complete data set for Cycle 1 and a partial data set for 
Cycle 2. For Cycle 1, the experimental group, the vertical axis of Figures 2B and 
3A and the horizontal axis of Figure 3C in Jacob et al. (2004:425-426) provide 
information on the number and length of cycles. By counting the number of cycles 
of a given length along each axis, a better estimate of the actual data was obtained. 
The same was done for the control group (Figures 2A, 3B, and 3D in Jacob et al. 
2004:425-426). The main problems I encountered during this process were incon- 
sistencies among graphs and numbers reported in the text. For example, in Figure 
2B (experimental group; in Jacob et al. 2004:425) one woman had a baseline cycle 
of 27 days followed by a 16-day cycle. However, in the baseline of the Cycle 1 
graph in Figure 3A in Jacob et al. (2004:426), this data point is not plotted. Also, 
there were supposed to be 25 women in Cycle 1 of the experimental condition, and 
the women in the Cycle 2 experimental condition were supposed to be those whose 
cycles (in the Cycle 1 condition) were in the range of 24 to 34 days. In Figure 2B in 
Jacob et al. (2004:425), 8 cycles fell outside that range, so only 17 women should 
have been included in the Cycle 2 condition, but in the text, Cycle 2 was reported to 
have 19, and in Figure 3C in Jacob et al. (2004:426), 18 points were plotted. These 
inconsistencies can be resolved if we assume there were errors in the numbers of  
women for each condition reported in the text. 

For the Cycle 1 condition, Figures 2 and 3 in Jacob et al. (2004:425-426) imply 
that the control group consisted of  23 women and the experimental group consisted 
of 26 women. The text reports 22 and 25, respectively. For the experimental condi- 
tion in Figure 2B (Jacob et al. 2004:425), the graph indicates 8 women were outside 
the range of 24 to 34 days for Cycle 1. If we subtract 8 from 26, we get 18, which is 
the number of points plotted in Figure 3A (Jacob et al. 2004:426). Also, in the text, 
22 women were reported to be in Cycle 1 and 23 in Cycle 2 (Jacob et al. 2004:425). 
However, since this was a correlational study, the number of women should be the 
same for each cycle. This can be resolved if there were actually 23 women in Cycle 
1. According to Figure 2A (Jacob et al. 2004:425), one woman in Cycle 1 is outside 
the range of 24-34 days, which would leave 22 women for the Cycle 2 test condi- 
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tion. Based on these assumptions for resolving these errors, I was able to determine 
whether breastfeeding compounds increased cycle-length variability. 

The cycle-length distributions are plotted in Figure 7. For the control group (Fig- 
ure 7a), s.d. = 4.29, and for the experimental group (Figure 7b), s.d. = 7.29. Levine's 
test for unequal variance yielded a statistical trend but not a significant difference. 
The cycle distributions for the Cycle 2 condition can only be estimated from Fig- 
ures 3C and 3D in Jacob et al. (2004:426) because identical pairs of  points cannot 
be detected. For the experimental condition, 18 points could be detected (Figure 3C 
in Jacob et al. 2004:426), and for the control condition, 19 (Figure 3D in Jacob et al. 
2004:426). If  n = 18 is correct for the experimental group and n = 19 is 3 less than 
in the control group (with three data points identical to the ones plotted), then it is 
possible to determine whether the putative breastfeeding compounds increase cycle 
variability. Distributions of  these cycles are illustrated in Figure 7c and d. For the 
Cycle 2 test condition, the s.d. for the control group is 3.77 and for the experimental 
group, 3.79, which is not significantly different based on Levine's test. There were 
three data points in the control group that were not in this calculation, but because 

Figure 7. Cycle-length distributions from Jacob et al. (2004). For cycle 1, (a) s.d. = 
4.29 for the control group and (b) 7,29 for the experimental group. Levine's test using 
the median yielded a trend (F,,47 = 3.44, p = .07) toward more variability in the experi- 
mental than under control conditions. For cycle 2 (c and d), s.d. = 3.77 for the control 
group (c) and 3.79 for the experimental group (d). Levine's test revealed no difference 
(FL35 = 0.29, p = .59) in variability between the experimental and the control conditions. 
Thus, the data do not support the conclusion that breastfeeding women secrete com- 
pounds that increase cycle variability. 
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they must be identical to data points already plotted, they are not likely to substan- 
tially change the calculated standard deviation. Moreover, the standard deviation 
for the experimental group, 3.79, is less than that typical of  women in the reported 
age range (Harlow et al. 2000). Thus, it does not appear that breastfeeding secre- 
tions increased the variability of women's menstrual cycles. 

Finally, Jacob et al. (2004) reported that menstrual cycles in Cycle 1 are a better 
predictor of  cycles in Cycle 2 for the experimental condition than for the control 
condition. However, their protocol for selecting only women in the narrow range of 
24- to 34-day cycles confounds the purported difference, since a reduction from 27 
women (the number who initially started in the experimental condition) to 18 women 
is a reduction of one-third of the more variably cycling women. One would expect 
higher correlations between cycles as intra-woman variability is reduced, leaving 
women who tend to have the same or similar lengths from cycle to cycle. These 
results show that the data not only do not support the hypothesis but also are incon- 
sistent with it. Jacob et al. (2004:427) conclude that "breastfeeding compounds 
maintained the type of cycle length an individual had at the time of exposure. That 
is, women who were having a long cycle continued to have long cycles; in addition, 
women who were having a short cycle continued to have short cycles." If  
breastfeeding compounds caused a woman to have cycles of similar length, then 
this would appear to be inconsistent with the hypothesis that breastfeeding com- 
pounds increased cycle variability. Thus, the data do not appear to support conclu- 
sion that breastfeeding compounds modulate women's menstrual cycle lengths. 

DETECTING SPECIFIC COMPOUNDS 

Morofushi et al. (2000) hypothesized that pheromones that synchronize menstrual 
cycles are mediated by the main olfactory system. If this were true, then women 
might be able to detect the presence of pheromones by smell. They tested two chemi- 
cals secreted in the armpits (5a-androst-16-en-3-one and 5a-androst-16-en-3a-ol) 
to test whether women who synchronized their cycles could smell these compounds. 
Sixty-seven women living in 18 rooms (which implies 13 rooms of four women and 
5 rooms of three women) recorded their menstrual onset dates from January to July. 
To determine whether a woman synchronized with other women, each woman in a 
room was compared with every other woman in a room to determine the closest 
onset between pairs in July. For example, if A, B, C, and D are four women in a 
room with onset dates in July of 4, 11, 17, 23 (there could be more than one onset in 
July depending on cycle length), then the closest woman for A, B, C, and D are A 
with B, B with C, C with D, and D with C. They calculated the mean cycle length 
for each woman and classified each woman as synchronized in July if she was less 
than one-quarter of  her mean cycle length from the closest woman in a room. In the 
example above, if each woman had a mean cycle length of  28 days, then to be 
synchronized a woman's onset must be less than 7 days from that of  the closest 
woman. Thus, women B, C, and D are synchronized and A is not. However, this is 
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not a criterion of synchrony. Synchrony is a relationship among rhythms in which 
phases or states match over time (Winfree 1980). IfA is synchronized with B, then 
it is mathematically necessary that B must be synchronized with A. With this re- 
quirement, only women C and D could be synchronized and not A and B. 

It is also incorrect to identify individuals as synchronized. Synchrony is not a 
property of the individual but the group. In the previous example, a better approach 
would have been to calculate the average difference for each woman from each 
other in a group. In this case, we would get 13, 6.3, 8.3, and 12.3 forA, B, C, and D, 
respectively. In this case, only B appears to be synchronized. However, the group 
does not deviate from a uniform distribution, nor is the average difference among 
the women (10.5 days) less than 7 days. Thus, neither A, B, C, nor D can be syn- 
chronized because the group is not synchronized. 

Using the method just discussed, Morofushi et al. (2000) reported 24 of 64 pairs 
of women synchronized their cycles in the sense that they had a cycle difference 
greater than one-quarter of their mean cycle length from January to March and less 
than one-quarter of their mean cycle length in July. Three women were excluded 
whose cycle length remained constant from March to July. We cannot determine 
directly whether synchrony occurred using their method, but we can determine 
whether cycle onsets were likely randomly related to each other. Using Monte Carlo 
simulation, I determined using their method that by chance at least 80% of the 
women in July would have been classified as synchronous. If 50% of those classi- 
fied in July as synchronous were not synchronous during January and March, then 
by chance about 40% of the women in this study would have been classified as 
synchronous using their methods. Thus, by chance, 25.6 women should have been 
scored as "synchronized." They reported 24 women were synchronized, which is 
about what would be expected by chance. We can conclude that the menstrual on- 
sets of women were likely randomly related and so were not synchronized. 

Morofushi et al. (2000) also reported that the synchronized women had signifi- 
cantly lower olfactory detection thresholds for 5a-androst-16-en-3a-ol than the 
unsynchronized women, suggesting that this compound may be a pheromone regu- 
lating menstrual synchrony. Using the Mann-Whitney test of ranks, they reportedp 
< 0.01. They found no significant difference for 5a-androst-16-en-3-one. How- 
ever, in their Figure la (Morofushi et al. 2000:409), there are 23 data points and not 
24 with a mean of 2.9 days + 1.9 as reported in their Table 1 (Morofushi et al. 
2000:410). In their Figure lb (Morofushi et al. 2000:409) there are 24 data points 
for the synchronized group. When I computed the Mann-Whitney test for the data 
in Figure la (Morofushi et al. 2000:409), I obtained a one-tailed p of 0.046 and 
two-tailedp of 0.091. If the missing data point is from a woman with a threshold of 
6 or greater, then the difference is not significant for even a one-tailed p-value. 
Thus, the synchronized group did not appear to be synchronized, and data errors 
render the compound detection results inconclusive. 
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Luteinizing Hormone 

Shinohara et at. (2000) fol lowed up on Stern and McClin tock (1998) and re- 

ported that foll icular-phase axil lary compounds  increased the frequency o f  lutein- 

izing hormone  (LH) pulses (Table 1), whereas follicular-phase axillary compounds  

decreased the f requency o f  LH pulses. Shinohara et al. (2001) subsequently re- 

ported that 5a-andros t -16-en-3a-o l  decreased the frequency o f  LH pulses just  as 

Table 1. Results from Shinohara et al. (2000, 2001) with Unexplained Data Anomalies 
in the Follicular Phase (FP), Ovulatory Phase (OP), Isopropyl Alcohol (IPA), and 
Androgen Conditions 

Interval (min) Frequency (pulses/4 h) 

Shinohara et al. 2000 FP OP IPA FP OP IPA 

n 8 7 5 8 7 5 

Before application 66.4 60.3 595 3.68 4.02 4.17 

s.e. 3.6 2.7 4.9* .22 .18" .33" 

s.d. 10.18 7.14 10.96 0.62 .48" .74" 

During application 47.9 71.6 58.85 5.16 3.4 4.18 

s.e. 3.4 3.7 4.7 t 34 .18 .31 

s.d. 9.62 9.79 10.51 .96 .48 .69 

Example 

Before application 60.00 56.67 63.33 

During application 53.33 70.00 66.67 

Shinohara et al. 2001 Androgen IPA Androgen IPA 

n 6 5 6 5 

Before application 53.9 545 4.57 4.59 

s.e 3.9 4.9* .81" .88* 

s.d. 9.55 10.96 1.98" 1.97" 

During application 66.00 53.85 3.64 4.59 

s.e. 1.5 4.7* .21 .83 

s.d. 3.67 10.51 .51 1.86 

Example ~ 

Before application 70 56.67 

During application 85 60 

t It is extraordinarily unlikely that the standard errors would be the same for controls across experiments. 
If the controls are exchanged between studies, the experimental conditions are problematic when 

compared with the controls. 
' The standard errors and deviations are too high for the control groups because the intervals be- 
tween pulses followed the same standard in both studies. 
# The androgen example exceeds 5 s.d. from the mean during application, which is mathematically 
impossible for this small sample size. 
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ovulatory phase compounds were reported to do (see Table 1). Shinohara's et al. 
(2001) study was based on Morofushi et al. (2000) reporting that menstrual syn- 
chrony is related to the ability to smell 5a-androst-16-en-3a-ol, but as we saw above, 
menstrual synchrony probably did not occur in that study. 

These results are surprising. The sample sizes were very small, and paired t-tests 
were used to detect changes from baseline. Because the p-values were highly sig- 
nificant (p < 0.01, n = 7 and 8 [Shinohara et al. 2001];p < 0.05, n = 6 [Shinohara et 
al. 2001 ]), this implies that all of  the women responded in the same direction to the 
putative pheromone. Even if we do not consider problems discussed above for Stern 
and McClintock (1998) and Morofushi et al. (2000), a 100% response rate in all 
experimental conditions is hard to explain when Stern and McClintock report that 
68% of  the women in their study responded to axillary secretions and the rest did 
not. According to Morofushi et al. (2000), many women in the control condition did 
not detect 5a-androst-16-en-3a-ol. The women in Shinohara et al. (2000, 2001) 
were not screened prior to testing for being responders or non-responders and yet 
all apparently responded. 

The Shinohara et al. (2000, 2001) publications were not separate studies, as shown 
by the fact that the intra-assay coefficients of  variation (4.17% and 0.66%) were the 
same, the age range was the same (19-25 years), and the number of  women in the 
control groups was the same. In Shinohara et al. (2000), the control mean before 
application was 59 minutes (s.c. = 4.9) between LH pulses and after application it 
was 58.8 minutes (s.c. = 4.7), but in Shinohara et al. (2001) the control mean before 
and after application was 5 minutes less than was reported in the previous publica- 
tion (i.e., 54 and 53.9) with exactly the same standard errors. When the means for 
the frequency of pulses are calculated, they agree with the inter-pulse intervals for 
the control conditions across studies, but the standard deviations do not agree (Table 
1). Thus, these errors do not appear to be typographical. The control conditions 
reported in the second publication lead to findings that more strongly support their 
conclusions (Table 1). In addition, the androgen example subject in Shinohara et al. 
(2001) is more than 5 standard deviations from the mean during application. The 
reported standard error is mathematically impossible to calculate with this extreme 
outlier when n = 6. The data reported by Shinohara et al. (2000, 2001) contain 
unresolved inconsistencies that again render the results inconclusive. 

Sexual Behavior 

McCoy and Pitino (2002) reported that a putative menstrual-cycle-altering phero- 
mone (Athena Pheromone 10:13) increased the sociosexual behavior of  young 
women. The chemical nature of this putative pheromone will not be revealed until it 
is patented (McCoy and Pitino 2002). However, the authors claim that the phero- 
mone is a synthetic version of a natural pheromone discovered by Preti et al. (1986; 
see above) and subsequently chemically identified by Preti et al. (1987). 

Women in this study were assigned to either of  two conditions by selecting be- 
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tween one of  several identical boxes (on a tray) containing vials with either Athena 
10:13 or SD40 alcohol, resulting in 23 women in the pheromone condition and 20 
women in the placebo condition. Seven sociosexual variables were measured: sexual 
intercourse (SI), sleeping next to a romantic partner (SNRP), petting/affection/kissing 
(PAK), informal dates (ID), formal dates (FD), and male approaches (MA). The 
data were averaged separately for each variable for the two baseline weeks and the 
six treatment weeks. The data for each variable were analyzed using 2 • 2 contin- 
gency tables for the number of individuals who increased over baseline versus those 
who either did not change or decreased. No attempt was made to control for in- 
creased Type I error rate resulting from testing six variables for significance. McCoy 
and Pitino (2002:367) reported that "A significantly greater proportion of  phero- 
mone users compared with placebo users increased over baseline in frequency of 
sexual intercourse, sleeping next to a partner, formal dates and petting~affection~ 
kissing." 

The main problem is that contingency tables only test the independence of data, 
they cannot determine whether the users increased over baseline. Since the com- 
plete data set was published, these claims can be reanalyzed to test for changes 
from baseline. For each of the six variables measured, I used paired t-tests to assess 
changes from baseline for both pheromone and placebo conditions for each of the 
variables. No significant increases occurred over baseline for any of the variables 
in the pheromone condition (Figure 8), but I did find statistically significant de- 
creases from baseline in the placebo condition for PKA, SNRP, and SI, and a trend 
for FD, but not for MA. Thus, the experimental hypothesis failed for all six vari- 
ables; there was no evidence that Athena Pheromone 10:13 increased the socio- 
sexual behavior of  young women above baseline. 

Why did variables change in the placebo condition but not in the pheromone 
condition? One explanation is that there were several differences between the two 
conditions. For the variables of age, height, weight, body mass index, menstrual- 
cycle length, and relationship status for women, McCoy and Pitino (2002) reported 
only a statistically significant difference in height: women in the placebo group 
were about 2 inches taller than the pheromone group on average. In addition, I 
found that the women in these two groups differed on several other variables not 
reported by McCoy and Pitino (2002), as shown here in Table 2. Specifically, the 
placebo-treatment women were more variable in age, the pheromone-treatment 
women were more variable in body mass index, and perhaps most important, there 
was a statistically significant difference in initial relationship status (Table 2). The 
latter may explain the decrease in sociosexual activity in the placebo group. McCoy 
and Pitino (2002) reported that three women decreased their dating status after 
baseline. If these women were previously dating steadily, this might be reflected in 
large decreases in SNRP. If we look at SNRP during the baseline and experimental 
conditions, we see that four women exhibited a large drop: Spiky (6.0 days to 3.87 
days), Green (6.0 to 3.86), Valerie (4.0 to 1.5), and Rhonda (3.5 to 0.5). These four 
women account for all of  the decrease in the placebo condition. 
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Figure 8. Change f rom baseline (+ s.c.) for variables (a) PKA,  (b) SNRP, (c) SI, (d) 
FD, (e) MA.  None  o f  the changes f rom baseline were statistically significant (one-tailed) 
within the pheromone  condit ion using paired t-tests: PKA (t = 1.42, d f :  18, p = 0.086), 
SNRP (t = 1.24, d f  = 18, p = 0.115), SI (t = 1.43, d f  = 18, p = 0.085), FD (t = 1.58, d f  = 
18 ,p  = 0.066), and M A  (t = -1 .58 ,  d f  = 18, p = 0.066). However,  for the placebo 
condition,  the variables P K A  (t = 2.20, d f =  16 ,p  : 0.017), SNRP (t = 2.11, d f  = 16 ,p  = 
0.025), and SI (t = 2.09, d f  = 16, p = 0.026) were statistically significant,  FD was close 
(t : 1.74, d f  = t 6 , p  = 0.051), but M A  (t -- 1.33, d f :  16, p = 0.101) was not  statistically 
significant.  An  asterisk indicates statistical s ignif icance at the ct = .05 level within 
treatment conditions. I f  a Bonferroni  correct ion were applied, then none o f  these tests 
would be signif icant  at the <26 = 0.0083 level. 
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Table 2. Significant Differences in Variability for Age, Body Mass Index, and for 
Initial Relationship Status for Subjects by Treatment Group in McCoy and Pitino 2002 

Pheromone Placebo 
(n = 19) (n = 17) 

mean s.d. mean s.d. F t df~ df 2 p 

Age (years) 25.6 4.6 29.5 8.2 3.18 16 18 .01 

Height (in.) 63.7 2.7 65.4" 2.2 1.51 18 15 .2l 

Weight (lb) 134.3 25.1 130.9 21.7 1.34 18 16 .28 

Body mass index 23.3 4.4 23.3 2.7 2.66 18 16 .028 

Menstrual cycle length 28.8 4.9 29.8 4.9 1.0 18 16 0.5 

Pheromone Placebo 
(n = 19) (n--- 17) 

Relationship status n % n % c 2 df p 

Not dating 8 42 9 53 

Dating 8 42 1 6 

Dating steadily 3 16 7 41 

7.01 2 .03 

tF calculated as the ratio of the variances for the two treatment conditions. 
~n=16 

Finally, Athena Pheromone 10:13 should alter menstrual cycle lengths since it 
was purportedly derived from a pheromone that could (Preti et al. 1987). With re- 
gard to menstrual-cycle-length change from baseline, McCoy and Pitino (2002) 
reported that "For 19 pheromone users, average menstrual cycle length difference 
between the baseline cycle and the first experimental cycle was -0.11 days It(18) < 
1]. For 17 placebo users, this same difference was 1.88 days [t(16) = 2.24 (S.E. 
1.37)] and was not significant." However, tl6 = 2.24 (two-tailed) is significant: p = 
0.04. The mean cycle length at baseline for placebo was 29.8 (s.d. = 4.9) and for 
pheromone is was 28.8 (s.d. = 4.9), but for the first experimental cycle, the placebo 
cycle length decreased to 27.6 (s.d. = 4.6) and the pheromone cycle length increased 
to 28.9 (s.d. -- 7.9). The difference for the pheromone condition is 28.9 - 28.8 = 0.1, 
and for the placebo condition, 27.6 - 29.8 = -2.2, and not -0.1 and 1.88 as reported 
by McCoy and Pitino (2002). There were too many errors to definitively conclude 
what happened to menstrual-cycle length. 

CONCLUSIONS 

If  menstrual synchrony does not exist (Arden and Dye 1998; Schank 2000a, 2001 b; 
Strassmann 1997, 1999; Wilson 1992; Yang and Schank 2006; Ziomkiewicz 2006), 
then it is reasonable to hypothesize that the mechanism proposed to explain it also 
does not exist. This leads to the prediction the menstrual-cycle-modulating phero- 
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mones do not exist. To test this hypothesis, eight pheromone studies were reviewed 
and each had problems as predicted. Russell et al. (1980) made methodological 
errors and the data did not show an effect of  donor. Preti et al. (1986) also made 
methodological errors, the most serious being that artificial donor cycles varied 
nearly randomly in cycle length, making entrainment impossible. Stern and 
McClintock (1998) avoided the methodological errors of the previous studies but 
their results were a trend and not statistically significant. More important, their 
study was confounded by using the third cycle, which was a treatment cycle, as a 
baseline cycle for determining the change in cycle length resulting from ovarian 
cycle secretions. Jacob et al. (2004) reported that breastfeeding compounds increased 
cycle variability but reported no statistical test. Subsequent reconstruction of  their 
data revealed no effects of  increased or decreased cycle lengths. Morofushi et al. 
(2000) used an inconsistent measure of individual synchrony, and the data reported 
do not agree with the statistical analysis reported. Shinohara and colleagues (2000, 
2001) appear to have produced methodologically sound studies, but they contain 
data inconsistencies that draw into question the accuracy of the results. The data of 
McCoy and Pitino (2002), when reanalyzed, showed only statistically significant 
changes (decreases) in the placebo condition. One explanation for the placebo change 
was that the two groups differed on demographic variables, especially relationship 
status. 

Science is not subject to statutes of limitation or prohibitions against double 
jeopardy. Theories, methods, and data are forever open to critical review. Science 
only progresses when hypotheses and theories are given the most severe tests pos- 
sible (Popper 1959). Indeed, even when a theory passes a severe test, errors may be 
subsequently found in data and methods supporting that theory. This implies that 
neither theories, data, nor methods can be accepted with absolute certainty. Scien- 
tists are fallible, and even the peer review process is no guarantee against error. The 
fact that errors may occur at all levels of  scientific inquiry appears to lead to the 
skeptical view that all of  science is on an equally uncertain footing. However, by 
repeatedly scrutinizing theories, data, and methods to weed out errors, we can have 
growing confidence in those that survive. This is a neverending process, but the 
more we critically scrutinize previous results, the more confident we can be in 
those theories, data, and methods in which we fail to find errors. Perhaps future 
studies will find indisputable evidence of  pheromones that modulate menstrual 
cycles, but the studies to date have not. 

Jeff Schank is associate professor of psychology at the University of California, Davis. His main 
research interests are in computational and biorobotic modeling of group behavior and the develop- 
ment of sensorimotor behavior in animals. 

NOTE 

1. Since the publication of these two articles, I have repeatedly attempted to contact the first author 
by email to clarify these anomalies but never received a reply. 
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